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ABSTRACT
We show the simplest derivation of the Kalman filter, especially, derive the so-called

measurement updating equations, base on the several easy mathematical concepts such
as, conditional expectation, Gaussian conditional probability density function, completing
the square, and the matrix inversion lemma.

1 Kalamn Filter - Introduction

The Kalman filter [1], [2], is the minimum mean square error (minimum error covariance)
filter based on the measurement Y t ≡ {y0, y1, · · · , yt} to estimate the state xt as follows:

xt+1 = Ftxt + wt (State equation), xt : (n× 1) vector (1)

E[x0] = x̂0 = x̂0|−1, Var[x0] = P0 = P0|−1, (2)

yt = Htxt + vt (Measurement equation), yt : (m× 1) vector (3)

where wt, and vt are mutually independent Gaussian white noise such as

E[wt] = 0, E[wtwτ ] = Qtδt−τ , (4)

E[vt] = 0, E[vtvτ ] = Rtδt−τ . (where δt is the Kronecker′s δ − function) (5)

It is well known the minimum error variance estimate of xt based on the measurement Y t

is:

argmin
x̂t

E
[
||xt − x̂||2

∣∣∣Y t
]

= E
[
xt

∣∣∣ Y t
]

(6)

Namely the minimum variance estimate is the conditional expectation of xt based on the
given mesurements Y t.

2 CPDF and Completing the square

For obtaining the conditiona expectation of xt, the evaluation of the conditional proba-
bility density function (CPDF) of xt is most important.
Then let us consider the following relations of CPDF:

p(xt|Y t) =
p(xt, Y

t)

p(Y t)



=
p(xt, yt|Y t−1)p(Y t−1)

p(Y t)

=
p(yt|xt, Y

t−1)p(xt|Y t−1)p(Y t−1)

p(Y t)

=
p(yt|xt)p(xt|Y t−1)p(Y t−1)

p(Y t)

= K0(Y
t)p(yt|xt)p(xt|Y t−1) (7)

Then, due to the Gaussian property, we will evaluate p(yt|xt)p(xt|Y t−1) as the folowing
formulas:

p(xt|Y t−1)p(yt|xt) =
1

(2π)n/2|Pt|t−1|1/2
exp

{
− 1

2
[xt − x̂t|t−1]

TP−1
t|t−1[x− x̂t|t−1]

}
× 1

(2π)m/2|Rt|1/2
exp

{
− 1

2
[yt −Htxt]

TR−1
t [yt −Hxt]

}
(8)

Therefore the power term in (8) can be expressed by

J(xt) ≡ −1

2

{
[xt − x̂t|t−1]

TP−1
t|t−1[xt − x̂t|t−1] + [yt −Htxt]

TR−1
t [yt −Htxt]

}
= −1

2

{
xTP−1x− xTP−1x̂− x̂TP−1x+ x̂TP−1x̂

+yTR−1y − yTR−1Hx− xTHTR−1y + xTHTR−1Hx
}

= −1

2

{
xT(P−1 +HTR−1H)x− xT(P−1x̂+HTR−1y)

−(x̂TP−1 + yTR−1H)x+ x̂TP−1x̂+ yTR−1y
}

= −1

2

{[
x− (P−1 +HTR−1H)−1(P−1x̂+HTR−1y)

]T
(P−1 +HTR−1H)

×
[
x− (P−1 +HTR−1H)−1(P−1x̂+HTR−1y)

]
+ J0(x̂, P, y)

}
(9)

where

J0(x̂, P, y) ≡ −(P−1x̂+HTR−1y)T(P−1 +HTR−1H)−1(P−1x̂+HTR−1y)

+x̂TP−1x̂+ yTR−1y (10)

Therefore we have

p(xt|Y t) = K0(Y
t)p(yt|xt)p(xt|Y t−1)

= K0(Y
t)

1

(2π)(n+m)/2|Pt|t−1|1/2|Rt|1/2
exp{J(xt)}

= K(Y t, x̂t|t−1, Pt|t−1) exp{−
1

2
(xt − x̂t|t)

TP−1
t|t (xt − x̂t|t)} (11)

where

x̂t|t ≡ (P−1
t|t−1 +HT

t R
−1
t Ht)

−1(P−1
t|t−1x̂t|t−1 +HT

t R
−1
t yt) (12)

P−1
t|t ≡ (P−1

t|t−1 +HT
t R

−1Ht) (13)

K(Y t, x̂t|t−1, Pt|t−1) ≡ K0(Y
t)

1

(2π)(n+m)/2|Pt|t−1|1/2|Rt|1/2
exp{−1

2
J0(x̂t|t−1, Pt|t−1, yt)}



Upto now, we only apply the mathematical technique of completing square to the power
term of (8) so that we have the relations of (12) and (13). Then we will show the popular
measurement update formula of the Kalman filter from the relation (12) and (13).

3 Measurement updating formula

Applying the matrix inversion lemma:

(A−1 +BTCB)−1 = A− ABT(BABT + C−1)−1BA

to (12), we have

(P−1 +HTR−1
t H)−1 = P − PHT(HPHT +R)−1HP (14)

Therefore, from (12) and (13) we have the well-known measurement updating relations
in the Kalman filter:

Pt|t ≡ (P−1
t|t−1 +HTR−1

t H)−1

≡ Pt|t−1 − Pt|t−1H
T(HPt|t−1H

T +Rt)
−1HPt|t−1, (15)

and

x̂t|t = (P−1
t|t−1 +HTR−1

t H)−1(P−1
t|t−1x̂t|t−1 +HTR−1

t yt)

=
[
Pt|t−1 − Pt|t−1H

T(HPt|t−1H
T +Rt)

−1HPt|t−1

]
(P−1

t|t−1x̂t|t−1 +HTR−1
t yt)

= x̂t|t−1 + Pt|t−1H
TR−1

t yt − Pt|t−1H
T(HPt|t−1H

T +Rt)
−1Hx̂t|t−1

−Pt|t−1H
T(HPt|t−1H

T +Rt)
−1HPt|t−1H

TR−1
t yt

= x̂t|t−1 + Pt|t−1H
T(HPt|t−1H

T +Rt)
−1

×
[
(HPt|t−1H

T +Rt)R
−1
t yt −Hx̂t|t−1 −HP−1

t|t−1H
TR−1

t yt
]

= x̂t|t−1 + Pt|t−1H
T(HPt|t−1H

T +Rt)
−1(yt −Hx̂t|t−1). (16)

Time Updating Formula
The time updating formula are easily obtained by the state equation in [?]:

xt+1 = Ftxt + wt (17)

where {wt}, t = 0, · are Gaussin white noises
Taking the conditional expectation to both sides in (1) , we have

E[xt+1|Y t] = E[Ftxt + wt|Y t]

= FtE[xt|Y t] (18)

therefore

x̂t+1|t = Ftx̂t|t (19)



Also from (1) and (19)

xt+1 − x̂t+1|t = Ft(xt − x̂t|t) + wt (20)

Thus

E
[
(xt+1 − x̂t+1|t)(xt+1 − x̂t+1|t)

T
]

= E
[
(Ft(xt − x̂t|t) + wt)(22)(Ft(xt − x̂t|t) + wt)

T
]

Pt+1|t = FtPt|tF
T
t +Q (21)

Finally, we have the Kalman Filter, described by Eqs. (16), (!7), (20) and (22) with the
intial conditions in Eq. (2).
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